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A New Government Approach 
to Artificial Intelligence 
Regulation in the United 
Kingdom
Huw Beverley-Smith and Charlotte H N Perowne*

In this article, the authors review a recent paper published by the UK gov-
ernment that provides a clear indication of how it plans to approach the 
regulation of artificial intelligence and machine learning.

The UK government has published a paper on its proposals 
for artificial intelligence (“AI”) regulation “Establishing a pro-
innovation approach to regulating AI” (the “AI Paper”).1 This was 
published alongside the government’s AI Action Plan,2 the first 
update provided since the government published its National AI 
Strategy3 in September 2021.

The AI Paper provides for an alternative approach to AI regu-
lation in the United Kingdom when compared with the recently 
proposed draft legislation for AI regulation in the European Union 
(the EU AI Act).4 The UK government favors a more decentralized 
and less regimented approach: guidance rather than legislation; 
sector-based rather than cross-sector application; regulated at sec-
tor level rather than centrally; and with a looser definition of what 
constitutes AI for the purposes of regulatory application. This is 
intended to make the United Kingdom an attractive environment 
for AI innovation, with more flexible and pragmatic regulation, 
although AI businesses operating in multiple sectors will potentially 
need to review and comply with more than one set of principles 
and address conflicts between them.

Definition of AI

The UK government intends to “regulate the use of AI rather 
than the technology itself,” with a significant emphasis on effect 
rather than process. As such, the AI Paper sets out the core 
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characteristics of AI to inform the scope of regulation, with the 
intention being that regulators will set out more detailed sector-
based definitions of AI. The AI Paper sets out some examples of 
regulators that are currently taking action to support the respon-
sible use of AI, or working together on AI issues, including the 
UK Information Commissioner’s Office, the Equality and Human 
Rights Commission, the Medicines and Healthcare Products Regu-
latory Agency and the Health and Safety Executive, the Bank of 
England, and the Financial Conduct Authority.

The core characteristics given in the AI Paper are the “adapt-
ability” and “autonomy” of a system. Systems that are considered 
“adaptive” are those that operate on the basis of instructions not 
expressly programmed with human intent, but rather those that 
have been “learned” or “trained” on data. For systems to be suf-
ficiently “autonomous,” they must not require the ongoing control 
of a human. This approach to defining AI systems by the United 
Kingdom is therefore adaptable as technology develops, even to 
the point of going beyond the traditional general definition of 
AI as machine learning or deep learning, toward other means for 
replicating a human-like response.

By contrast, the European Union looks to define AI systems 
with a tighter, less flexible definition set out in Article 3 of the AI 
Act that details (in Annex I) the specific techniques or approaches 
that must be used in the development of the software such that it 
qualifies as an AI system. These Annex I techniques and approaches 
currently include machine learning, logic- and knowledge-based, 
and statistical approaches, but may be adapted over time as new 
techniques emerge.

UK Versus EU Approach to Regulation

The United Kingdom

The AI Paper provides that regulation of AI should be under-
taken by existing regulatory bodies so that a sector-based approach 
may be taken that accounts for the differences in how AI is used 
and its impact within different contexts. In order that there is 
sufficient uniformity in approach and to minimize confusion, the 
AI Paper sets out suggested overarching principles that should 
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be taken to apply across the board and would inform any sector-
specific guidance.

The six principles are:

1. Ensuring AI is used safely;
2. Ensuring AI is technically secure, and functions as 

designed;
3. Ensuring AI is appropriately transparent and explainable;
4. Embedding fairness into AI;
5. Defining responsibility for AI governance; and
6. Ensuring clarity of redress or contestability.

The European Union

The European Union by contrast in its draft legislation sets out 
a centralized framework to be regulated centrally and overseen by a 
new AI Council advising the Commission at the EU level. There are 
significant fines for breach, with the highest fines, of (the higher of) 
€30,000,000 or 6% of global turnover, being even greater than those 
for a breach of the General Data Protection Regulation (“GDPR”). 
Applications of AI are assigned to separate risk categories, with 
different requirements depending on the risk category.

The highest risk systems are banned outright and include use of 
AI for subliminal manipulation or exploitation of vulnerabilities, 
and the use of “social scoring” systems by public authorities to make 
general decisions that affect people’s lives using irrelevant factors. 
Systems deemed to be of minimal or no risk are permitted with no 
restrictions, although operators will be encouraged to self-regulate 
and introduce measures themselves where sensible.

“High-risk” systems are proposed to be heavily regulated in 
a much more prescribed way than anything currently proposed 
in the United Kingdom. These systems are categorized as those 
that are used in certain fields that are listed in the draft EU AI 
Act, such as biometric ID, management of critical infrastructure, 
and employment. Operators of high-risk systems (including both 
providers and users of such systems) must meet certain obliga-
tions, including establishing a risk management system, meeting 
standards for data governance and record keeping, and ensuring 
effective human oversight.
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There are additional transparency requirements for certain AI 
systems, such as the requirement to label deep fakes and to inform 
people where they are interacting with an AI system.

Although the UK’s AI Paper does not set out in detail the nature 
of the requirements that will need to be met by operators of regu-
lated systems, it seems likely that sector regulators will draw from 
the EU approach for guidance on appropriate ways to ensure that 
the principles defined in the AI Paper are met.

UK Principles in More Detail

AI Systems Should Be Used Safely

This is a principle that lends itself well to a sector-specific 
approach. There will clearly be circumstances under which safety 
will be a more pressing concern—such as use in healthcare and 
critical infrastructure. Regulators will need to ensure that there 
are safety controls in place, such as override mechanisms, and 
that safety is effectively learned into an AI system operating in a 
high-risk environment.

AI Systems Should Be Technically Secure and Function 
as Designed

This principle links with consumer expectations and mirrors, to 
some extent, general consumer protections in place in the United 
Kingdom. Essentially, an AI system should do what was intended 
and what is claimed. The data used in the system must be “relevant, 
high quality, representative and contextualized.” Subject to what is 
considered proportionate, this should be something that is tested 
and proven.

AI Systems Should Be Appropriately Transparent and 
Explainable

AI systems should not operate opaquely, particularly where 
outcomes could be of vital importance, such as in assessing job 
applications. The key term in this principle is “appropriately.” In 
certain circumstances it may be more necessary than it is in others 
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for AI to be fully explainable, and this will always be a challenge 
because of the very nature of AI systems.

AI Systems Should Be Fair

As with the other principles, there will clearly be different sec-
tors and circumstances where fairness is of greater importance. In 
particular, the AI Paper highlights that where there is a significant 
impact on people’s lives, such as credit scoring, regulators must 
act to ensure that there is fairness in AI systems in use under their 
remit.

Someone Should Be Responsible

There must always be someone who can be held liable for an 
AI system, even though it is the system itself that has autonomy in 
decision-making. Liability must lie with an identified/identifiable 
person or legal entity, and organizations should not be able to claim 
that they do not know how an AI system they are using delivers 
relevant outputs and wipe their hands of it.

Decisions Should Be Contestable Where Reasonable

Any person subject to a decision taken using an AI system 
should be able to contest it, so there must be systems in place to 
allow for this to happen. As with other principles set out in the 
AI Paper, this is subject to proportionality and contextual consid-
erations, as there will be circumstances, such as where decisions 
are being taken about benefits or in an education or employment 
context, where this becomes more important.

Conclusion

The AI Paper provides a clear indication of how the UK govern-
ment plans to approach the regulation of AI and machine learning, 
but this is just the start. Unlike the detailed legislation proposed 
by the European Union, this provides more of a framework rather 
than specific rules and requirements for business to follow day-
to-day. Over time, as UK regulators develop specific policies for 
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organizations operating in their sectors, it will become clearer what 
the true impact on businesses operating in the United Kingdom 
will be.

The government is consulting on the approach set out in the AI 
Paper. The key areas still under consideration include the proposed 
framework and approach in its entirety, how this is put into practice 
in terms of the powers and remits of regulators and how progress 
will be assessed. This consultation provides an opportunity for all 
businesses with an interest in this area to have their say and influ-
ence how policy is shaped. A white paper on this is then expected 
toward the end of the year. Given that the United Kingdom is the 
second-largest economy in Europe and a key market for products 
and services, U.S. businesses operating in or selling into the United 
Kingdom should follow these developments and contribute to the 
consultation process.

Notes
* Huw Beverley-Smith, a partner in the London office of Faegre Drinker 

Biddle & Reath LLP, advises customers and suppliers on a wide range of 
international transactions and regulatory issues, including technology, 
telecommunications and business process outsourcing, complex services 
agreements, intellectual property ownership, and licensing. Charlotte H N 
Perowne, an associate in the firm’s office in London, advises clients on a wide 
range of international transactions and regulatory issues. The authors may be 
contacted at huw.beverley-smith@faegredrinker.com and charlotte.perowne@
faegredrinker.com, respectively.
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